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Final project details
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Quick useful

R tips
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Visual markdown editor
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Weird figure/table

placement in PDFs
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Figure and table

captions and numbers
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Side-by-side regression tables
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Model 1 Model 2 Model 3 Model 4

(Intercept) 362.307 −5780.831*** −5736.897*** −5433.534***

(283.345) (305.815) (307.959) (286.558)

bill_length_mm 87.415*** 6.047 −5.201

(6.402) (5.180) (4.860)

flipper_length_mm 49.686*** 48.145*** 48.209***

(1.518) (2.011) (1.841)

sexmale 358.631***

(41.572)

Num.Obs. 342 342 342 333

R2 0.354 0.759 0.760 0.807

R2 Adj. 0.352 0.758 0.759 0.805

AIC 5400.0 5062.9 5063.5 4863.3

BIC 5411.5 5074.4 5078.8 4882.4

Log.Lik. −2696.987 −2528.427 −2527.741 −2426.664

F 186.443 1070.745 536.626 457.118

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001 9 / 55
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See full documentation and

examples for modelsummary()here
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https://vincentarelbundock.github.io/modelsummary/articles/modelsummary.html


Make nicer tables when

knitting with kable()

(Or even fancier tables with kableExtra!)
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https://cran.r-project.org/web/packages/kableExtra/vignettes/awesome_table_in_html.html


Logic models
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Logic models as managerial tools
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Inputs vs. Activities vs.

Outputs vs. Outcomes
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Impact theory vs. logic model
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Impact theory
Ensure that the theory linking activities to the outcomes is sound!
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MPA/MPP at GSU
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Isn't it best to always

have an articulated theory?

Should implicit theory and articulated theory

be the same thing in most cases?
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How much does this evaluation stuff cost?

Can you do scaled-down versions

of these evaluations?
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What if a program exists already

and doesn't have a logic model?
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Why would a program aim for final outcomes

that can't be measured?
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What should you do if you find that your

theory of change (or logic model in general)


is wrong in the middle of the program?
Is it ethical to stop or readjust?
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Measuring

outcomes
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Outcomes and programs

Outcome variable
Thing you're measuring

Outcome change
∆ in thing you're measuring over time

Program effect
∆ in thing you're measuring over time because of the program
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Outcomes and programs
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Abstraction
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DAGs
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Causal thinking is necessary—

even for descriptive work!
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"Every time I get a haircut, I become more mature!"
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"Every time I get a haircut, I become more mature!"

E[Maturity ∣ do(Get haircut)]
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Getting older opens a backdoor path
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But what does that mean,

"opening a backdoor path"?

How does statistical association

get passed through paths?
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How do I know which of these is which?
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d-separation
Except for the one arrow between X and Y,


no statistical association can flow between X and Y

This is identification—

all alternative stories are ruled out


and the relationship is isolated
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How exactly do colliders

mess up your results?

It looks like you can

still get the effect of X on Y
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Does niceness improve appearance?
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Collider distorts the true effect!
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Effect of race on police use of force

using administrative data
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Effect of race on police use of force

using administrative data
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Smoking → Cardiac arrest example
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How can you be sure

you include everything in a DAG?

How do you know when to stop?

Is there a rule of thumb

for the number of nodes?
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Why can we combine nodes in a DAG if they

don't represent the same concept?

Why include unmeasurable things in a DAG?
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Why do DAGs have to be acyclic?

What if there really is reverse causation?
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How do we actually

adjust for these things?
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What's the difference between

logic models and DAGs?

Can't I just remake my logic model in Dagitty and be done?
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DAGs vs. Logic models

DAGs are a statistical tool
Describe a data-generating process

and isolate/identify relationships

Logic models are a managerial tool
Oversee the inner workings of a program and its theory
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